
A Closer Look at Final Statements 
 

Introduction 
 
According to one recent study, ​at least​ 4.1% of people put to death in the United States are 

innocent of the crime they have been sentenced for (Pilkington, 2014), meaning that more than 200 
people have more than likely been wrongly put to death – a rate much higher than the .027% quoted by 
Antonin Scalia in 2007. And yet, a 2018 Pew study shows that in our current political and cultural 
climate, support for the death penalty is rising for the first time in years; up to 54% from 49% in 2016, a 
four-decade low (Oliphant, 2018). But the fact of the matter is, the question at hand in this study is not 
whether or not the death penalty is right, or even the guilt or innocence of those who have found 
themselves on death row. Those questions are beyond the scope of a simple text mining study. The 
question is much more general: what can last statements tell us about the crime and the convicted?  

 

 
Figure 1 – ​Executions by state since January 17, 1977 

By looking more closely at the final statements of inmates in Texas, the only state to release 
statements until the recent change in policy which barred the practice (Weber, 2019), trends begin to 
emerge that can help policy makers, advocates, and on-lookers to get a better understanding not just of 
the practice, but of its outcome as well as the effects of the criminal justice system. For example, one 
recent study that examined last statements in Texas from 2002-2017 found that, “executed prisoners in 
Texas became fewer and older, spent longer on death row and had committed more serious offences. 
Themes of love and spirituality were constants, but requests for forgiveness declined” (Foley & Kelly, 
2018). Another found that, “half of all verbalized last statements contained a religious expression in the 



early time period (1982–95), but the proportion substantially increased (even as it ebbed and flowed) 
across the four remaining periods, settling at 66 percent in recent years (2011–16)” (Smith, 2018). And 
yet another found that, “the fact that a full one-third of the sample spontaneously apologized suggests 
that apology was important to these offenders. In addition, these apologies were accompanied by 
indicators of true repentance, such as taking responsibility for their actions, asking for forgiveness, 
showing empathy, and being sincere” and pointed to how these conclusions, like the ones that might be 
found in this study, could lead to real world change by saying, “This suggests that more resources should 
be devoted to finding ways to enable offenders, including those on death row, to apologize directly to 
their victims or their victims’ families (if desired by both parties), either through victim–offender 
mediation or similar programs. More generally, this research adds to the growing literature indicating 
that apology and forgiveness are important in the criminal justice system and can have practical 
advantages for both victims and offenders” (Eaton & Theuer, 2009). 
 

 
Figure 1 – ​Logistics regression predicting apology from last statement variables ​(Eaton & Theuer, 2009) 

 
These outcomes all focus on the offender and situation created by the crime, but other studies 

suggest that final statements can be used to learn more about victim recovery; showing evidence that 
rates of remorse and repentance rise with the presence of the victim or victim’s family at the execution 
itself, which may lead to better victim closure (Rice, 2009). The study goes on to “recommend that 
future research employ interviews with survivors to understand subtle connections between inmate 
death narratives and survivor transformation” (Rice, 2009).  

What is clear is that final statements, alongside victim variables, offender variables, and 
execution variables, among other things, are rife with opportunities to learn more about the criminal 
justice system in the United States, the sociology and psychology of inmates, and the true impact on the 
lives of everyone involved.  

 
Analysis and Models 

 

About the Data 

 



Figure 3 – ​Overview of executions in Texas from 1976-2018 ​(Death Penalty Information Center, 2019) 

Gathering the Data 

The dataset originally came from kaggle. After discovering many gaps in the kaggle dataset, the 
researchers decided to compile their own dataset. First, they scraped the ​tdcj.texas.gov ​for generic data 
such as last name, first name, TDCJ number, age, date (of execution) race and county (of origin). This 
initial scrape included links to two supplemental pages, the first containing much of the data that would 
come to be the y-variables, the second containing the text of the inmate’s last statement.  

The first link contained a deeper level of data about both the inmate and the nature of the crime 
committed. The inmate data included data received, age (when received), education level, date of 
offense, age (at time of offense), county, race, gender, hair color, height (in feet and inches), weight (in 
pounds), eye color, native county, native state, prior occupation and prior prison record. The crime data 
included a summary, co-defendants and race and gender of victim, if known. The summary paragraph 
often included information about weapon used, type of crime committed and additional information 
about the victims.  

Only 186 inmates had the aforementioned information digitized. Three hundred and eighty inmates 
instead had links to scanned images of printed documents. See examples below.  

 

The researchers had to employ Optical Character Recognition (OCR) to these documents to extract the 
text to get the data to match the other 186 inmates. The result of the OCR was a corpus of 
non-standardized text documents with various incongruities that posed additional obstacles for the 
researchers.  



 

Regex was used to clean this corpus and extract as much usable data as possible. The wide variety of 
form formats and differing wording made this an excellent use-case for pythons “try” and “except.” The 
cleaning, in english, looked a lot like this -- “try to find the word ‘education’” -- “if an exception, return 
‘no data’”. The researchers would then examine the documents that returned “no data” to find that 
either the OCR had incorrectly scanned “education” or that the form said “schooling” instead of 
“education.” After many iterations of this across all the different data points, the researchers decided 
that a manual overview was needed. 

In summation, there were challenges with both the OCR and the document formats, which lead to a 
considerable amount of manual work, on top of the automated work, for the researchers. The result of 
this manual work was a considerably cleaner, more standardized dataset. This dataset is now, to the 
best of the researcher’s knowledge, the most complete dataset for inmates and last statements.  

Cleaning 

The data set contains 566 rows and 24 columns. Each row represents an executed offender.  



 

Figure 4 – ​First 5 rows and 10 columns of the df  

 

Figure 4 – ​First 5 rows and last 10 columns of the df  

Currently, the data frame is not discretized and there are columns that will not serve in the analysis. 
Execution, inmate number, and date_executed are unique identifiers and therefore were removed from 
the data set.  



 

Figure 4 – ​Data types for each column  

The following columns needed to be changed from objects to numeric columns: age_received, 
age_crime, num_of_vic, vic_kid, vic_male, and vic_female. An issue that arose in this process was the 
fact that not all of the values in the columns were in fact numeric. There were unknowns. The unknowns 
were changed from unknown to an empty value. Once the columns were converted to numeric, the 
entries that originally had “unknown” now displayed nan. To rectify the missing values, the average for 
each column was found and inserted in the entries with missing values. 

 

Figure 4 – ​Number of missing values for each column 

The following columns were changed from object to category (factor): occupation, main_crime, 
type_of_Crime, weapon, race, race_vic, county, last_name, first_name, prior_record, and vic_police. A 



new column, time_on_death_row was aggregated by taking the age the prisoner was executed and 
subtracting the age the prisoner received the death row sentence.  

 

Figure 4 – ​Distribution of Age Received Prior to Discretization  

There is an issue with the way age_received is currently stored. Every column in the data frame, with the 
exception of last statement will serve as a potential label. Currently, the way age_received is broken 
down there is not sufficient information to run a prediction model. Therefore, the age_received column 
was discretized into 3 different categories: teens, twenties, and thirty+. The breakdown of labels is 
self-explanatory.  

 

Figure 4 – ​Distribution of Age Received  

After discretization, there were 41 inmates who received the death penalty in their teens, 309 in their 
twenties, and 216 who were 30+. For the prediction, it might be prudent to combine the teens with 
those in their twenties, as the teens sample is rather small.  



 

Figure 4 – ​Distribution of Age when Crime was Committed Prior to Discretization  

There is an issue with the way age_crime is currently stored.  Currently, the way age_crime is broken 
down there is not sufficient information to run a prediction model. Therefore, the age_crime column 
was discretized into 3 different categories: teens, twenties, and thirty+. The breakdown of labels is 
self-explanatory.  

 

Figure 4 – ​Distribution of Age at Time of Crime 

After discretization, there were 87 inmates who received the committed the crime that led to the death 
penalty  in their teens, 300 in their twenties, and 179 who were 30+. For the prediction, it might be 
prudent to combine the teens with those in their twenties, as the teens sample is rather small.  



 

Figure 4 – ​Distribution of Age Received Prior to Discretization  

There is an issue with the way age is currently stored. Every column in the data frame, with the 
exception of last statement will serve as a potential label. Currently, the way age is broken down there is 
not sufficient information to run a prediction model. Therefore, the age column was discretized into 3 
different categories: 18-34, 35-45, and 45+. The breakdown of labels is self-explanatory.  

 

Figure 4 – ​Distribution of Age Executed 

After discretization, there were 187 inmates who were executed between 18 to 34 years old, 245 
between 35-45, and 134  who were 45 and above. 

 



 

Figure 4 – ​Distribution of Education Prior to Discretization  

There is an issue with the way education level is currently stored. Currently, the way education level is 
broken down there is not sufficient information to run a prediction model. Therefore, the education 
level was discretized into 5 different categories: unknown, no_highschool, some_highschool, highschool, 
and college. No highschool is comprised of people who did not reach 9th grade. Some highschool is 
comprised of prisoners who attended highschool but did not graduate. Highschool is comprised of 
prisoners who either graduated or attained their ged. College is comprised of people who had education 
after highschool.  

 



 

Figure 4 – ​Distribution of Education  

After discretization, there were 94 inmates who had no highschool, 222 with some highschool, 173 who 
graduated, and only 36 who attended college. For the prediction, it might be prudent to remove the 
unknown prisoners and to combine the highschool and college inmates together, as the college sample 
is rather small.  

 

Figure 4 – ​Distribution of Number of Victims Per Prisoner Prior to Discretization  



Most prisoners are on death row for killing one person, however there are 212 prisoners on death row 
that have killed multiple people. There is an issue with the way num_of_vic is currently stored. 
Currently, the way num_of_vic is broken down there is not sufficient information to run a prediction 
model. Therefore, the num_of_vic was discretized into 2 different categories: one, and two+. The 
breakdown of labels is self-explanatory.  

 

Figure 4 – ​Distribution of Number of Victims Per Prisoner 

After discretization, there were 354  inmates who one victim and  212 prisoners with two or more 
victims. A victim, in this case, is described as a person that was murdered by the prisoner.  

 

Figure 4 – ​Distribution of Number of  Kid Victims Per Prisoner Prior to Discretization  

There were a total of 154 children who were harmed or worse by people on death row. Most prisoner 
who have been executed did not murder or harm a child. There is an issue with the way vic_kid is 



currently stored. Currently, the way vic_kid is broken down there is not sufficient information to run a 
prediction model. Therefore, the vic_kid was discretized into 2 different categories: yes and no. The 
breakdown of labels is self-explanatory.  

 

Figure 4 – ​Distribution of  Kid Victims 

After discretization, there were 461 inmates who did not have a child victim and 105 prisoners with a 
child victim. A victim, in this case, is described as a person that was murdered, violated, and/or injured 
by the prisoner.  

 

Figure 4 – ​Distribution of Number of  Male Victims Per Prisoner Prior to Discretization  

There were a total of 458 males who were harmed or worse by people on death row. There is an issue 
with the way vic_male is currently stored. Currently, the way vic_male is broken down there is not 



sufficient information to run a prediction model. Therefore, the vic_male was discretized into 2 different 
categories: yes and no. The breakdown of labels is self-explanatory.  

 

Figure 4 – ​Male Victim  

After discretization, there were 461 inmates who did not have a child victim and 105 prisoners with a 
child victim. A victim, in this case, is described as a person that was murdered, violated, and/or injured 
by the prisoner.  

 

Figure 4 – ​Distribution of Number of  Female Victims Per Prisoner Prior to Discretization  

There were a total of 466 females who were harmed or worse by people on death row. There is an issue 
with the way vic_female is currently stored. Currently, the way vic_female is broken down there is not 



sufficient information to run a prediction model. Therefore, the vic_female was discretized into 2 
different categories: yes and no. The breakdown of labels is self-explanatory.  

 

Figure 4 – ​Female Victim  

After discretization, there were 237 inmates who did not have a female victim and 329 prisoners with a 
female victim. A victim, in this case, is described as a person that was murdered, violated, and/or injured 
by the prisoner.  

 

 

Figure 4 – ​Race of  Victim  



299 of the victims were white, 110 unknown, 86 hispanic, 59 black, and 12 identified as other. A victim, 
in this case, is described as a person that was murdered. For the prediction, it might be prudent to 
remove the unknown and other victims. 

 

298 of the executed inmates did have a prior record, and 254 did not. For the prediction, it might be 
prudent to remove the unknown entries. 

Results 
 

Data Plotting 

The 566 rows of data all had a column with the 113 counties in which the crime was committed. This 
allowed for the use of Plotly‘s Cloropleth maps which uses the county boundaries along with heatmaps 
to better represent the data, in this case the locations of the crimes. The county columns were all given 
as names of the counties, however, the data that is needed to create the plot is the Federal Information 
Processing Systems (FIPS) county code. The FIPS is a 5-digit code that is assigned to each county based 
on the state. The first two digits represent the state, and the last 3 digits represents one of the 254 
counties. For example, the county code for Texas, Dallas County is 48113, and Texas, Harris County is 
48201. The 48 in both of those examples represents the state of Texas, and the 113 and 201 respectively 
identify Dallas and Harris counties. A new data frame that contained all of the Texas FIPS codes and 
county names was imported as a .csv, and merged with the original data frame based on the county 
names. This built a new FIPS column which was used for the following figure. 



 

Figure 17 – ​Texas county plots 

This image shows the counts of the criminal acts that led to death row for each of the counties. The 
highest county which is shown in bright red is Harris County which is Houston’s county with 128 crimes 
that warranted death row. The next highest is Dallas County with 59, with Bexar County which is San 
Antonio with 46, and closely followed by Tarrant County which is Fort Worth with 42. 

 

Topic Modeling  
 

To give a high-level look at the statements that make up this study, and in an effort to better 
understand the distribution of topics down the road, the following bar chart was made. 
 



 
Figure 11 – ​Distribution of document word counts 

Although this graph doesn’t give insight to the topics which they cover, it does give a clear indication of 
why normalizing the data, and the normalization that is built into the LDA model, is so critical. This step 
will ensure that that the importance of each word within the individual documents, but also within the 
topics as a whole.  

Another exploratory measure would be to look at term frequency of the pre-processed text for 
early context clues. 



 
Figure 11 – ​Top 10 most commons words, by frequency, in the pre-processed corpora 

After modeling the book descriptions using the LDA model outlined above, seven topics were 
created, and the top ten words were printed alongside their weighting.  
 

 
Figure 11 – ​4 topics, top 10 words and their corresponding weighting 

 



To begin to better understand how word count and topic overlap, those clustered documents 
can be mapped alongside one another. 
 

 
Figure 11 – ​Distribution of document word count by dominant topic 

To get a better understanding of what those dominant topics truly reflect, in order to build a 
more efficient predicting or recommendation tool by developing true labels, word clouds were created 
for each dominant topic.  

 



Figure 11 – ​Word clouds by topic cluster 

This small look into the corpus exhibit a clear skew where those who did not wish to make final 
statements and final statements that include Allah are concerned and may point to a need for a larger 
dataset. Because these represent such a small portion of the sample, they populate the same topic 
model, despite not being related necessarily.  

Further insight can be gleaned by breaking down the word count and corresponding importance 
of keywords within each topic.  

 

Figure 11 – ​Word count and importance of keywords by topic 

Another way of getting a better understanding of how topics are distributed and how each 
document might fall within those clusters, the processed vocabulary of individual sentences can be color 
coded by topic. 



 

Figure 11 – ​A sampling of sentences color-coded by topic 

The most important visualizations, however, are the clusters themselves to help not only give a 
high-level view of how the popular each topic is (by how many documents are in each cluster) but also 
to ensure the correct number of topics has been selected for the model. Although the t-SNE cluster 
graph for this model shows some minor bleeding between clusters, for the most part they are clearly 
defined and separated from the other clusters, implying good measure selection. 



 

Figure 11 – ​Topic clusters 

This is further confirmed by a bokeh visualization of the clusters which shows overlap between 
all of the topics but via the Intertopic Distance Map but shows clear topic delineations. It also illustrates 
the top 30 salient terms for each topic, alongside their overall term frequency, and estimated term 
frequency within each document. In many of the topics, what the salient terms graph shows is that the 
terms are highly associated to their topic; in these cases, the bars for each term within the topic are 
nearly or totally the same as the bars for each term’s total use, suggesting the topics are well defined. 
The exception being the word “love,” which appears in three of four topics, although even then it falls 
heavily into Topic 1, as compared to 2 and 3. 



 

Figure 11 – ​Topic cluster visualization for Topic 1, including salient terms 

Unlike Topic 1, above, Topic 4 shows less strong of an association and some muddying with 
other topics. This might suggest the topic numbers analyzed needs to be changed, but the dataset might 
also be too small or improperly processed. The frequency within the selected topic as compared to 
overall frequency for Topic 4, however, also does suggest that those terms are highly related to one 
another. 



 

Figure 11 – ​Topic cluster visualization for Topic 4, including salient terms 

General Topic Results 

Based on this small initial study, three of the four labels for the resulting topics could be 
confidently chosen. Those include: 

● Topic 1 – Love 
● Topic 2 – Life/Justice 
● Topic 3 – Forgiveness/Family 

The remaining topic is too unclear to make conjecture or seem so topic specific (such as the possibility 
that Topic 4 is about lack of statements only) that it would be irrelevant as the basis of model building. 
Before those topics or the ones guessed above can be assigned, a larger dataset should be procured and 
analyzed to ensure the topic designations remain consistent with the content.  

Prediction Modeling 
 

After processing the text, what is left are nine dataframes which were split and used to train and 
test three classifiers in order to compare their accuracy. Each dataframe was created with an eye for 
creating variety in an effort to optimize the classification results. 

Those dataframes include: 
 

Dataframe Parameters 

DFOne Drops stop words, words less than or equal to three and any words 
that contain digits 



DFTwo 
Drops any words that contain digits 

DFThree Drops stop words, words less than or equal to three and any words 
that contain digits 

DFFour 
Drops words less than three and any words that contain digits 

DFFive 
None – all tokens left in 

DFSix Drops stop words, words less than or equal to three and any words 
that contain digits. Data normalized using TFIDF. 

DFSeven 
None – all tokens left in. Data normalized using TFIDF. 

DFEight 
Drops stop words, words less than or equal to three characters long, 
any words that contain digits, stemmed words, and words that occur 

less than three times 

DFNine 
Drops stop words, words less than or equal to three characters long, 
any words that contain digits, stemmed words, and words that occur 

less than three times. Data normalized using TFIDF. 

DFTen Limited to bigrams with a minimum frequency of 3 and a maximum 
feature set of 5,000. 

DFEleven Limited to bigrams with a minimum frequency of 3 and a maximum 
feature set of 5,000 represented in binary format. 

DFTwelve Drops stop words, words that occur less than three times, a 
maximum feature set of 5,000, and any words with digits. 

Figure 11 – ​Dataframes and their parameters 

Those nine dataframes, after processing as outlined above, contained the following word count: 

Dataframe Word Count 

DFOne 2,370 

DFTwo 2,666 

DFThree 2,370 

DFFour 2,619 

DFFive 2,700 



DFSix 2,700 

DFSeven 2,370 

DFEight 835 

DFNine 835 

 
Figure 12 – ​Dataframes and their word counts 

Education 

Multinomial Naïve Bayes Classifier 

The first attempt at prediction focused on the education of the inmates – specifically if the inmate only 
attended school through junior high or high school. Each of the above dataframes were run once for 
initial accuracy and then run through a 10-fold cross validation to judge consistency in accuracy.  

Dataframe Initial Accuracy 
10-fold 

Accuracy 

DFOne 
76.79%: 73.09% 

DFTwo 
76.37% 72.91% 

DFThree 
75.95% 74.23% 

DFFour 
71.31% 75.11% 

DFFive 
73% 74.95% 

DFSix 
76.37% 74.27% 

DFSeven 
77.22% 79.33% 

DFEight 
68.63% 68.63% 

DFNine 
70% 72.24% 

 



For the sake of concision, only the top performing models will be investigated more closely and the rest 
will be discussed generally. 

The runs showed DFSeven dataframe had the highest initial at 77.22% as well as the highest 
10-fold accuracy at 79.33%. Interestingly, both labels had an f1-score of 77%. 

 

Figure 13 – ​Accuracy report for DFSeven 

Bernoulli Naïve Bayes Classifier 

Only one dataframes (DFThree) included binary operators as the matrix’s vocabulary indicators, a 
requirement to be run through the Bernoulli Naïve Bayes Classifier, which means only one dataframe 
were tested.  

 
Figure 15 – ​Accuracy report for DFThree 

The run showed that the DFThree dataframe as having a fairly similar result as compared with 
the classifier outlined above. DFThree held an initial accuracy of 66.24% and a 10-fold accuracy of 
73.15%.  

For the sake of posterity, another dataframe with a differing vocabulary set should be run 
through the Bernoulli classifier for comparison. It was not done in this case because the initial test fell so 
short of the other classifiers. 

SVM Classifier 

Each model was run once for initial accuracy and then run through a 10-fold cross validation to 
judge consistency in accuracy. The model was run with a C score of 1 and max iterations of 10,000. 



Dataframe 
Initial 

Accuracy 
10-fold 

Accuracy 

DFOne 
77.64%: 81.82% 

DFTwo 
79.75% 76.03% 

DFThree 
81.86% 78.22% 

DFFour 
79.75% 76.77% 

DFFive 
81.43% 77.12% 

DFSix 
84.81% 83.17% 

DFSeven 
85.65% 82.25% 

DFEight 
78.48% 74.78% 

DFNine 
80.17% 79.67% 

 

The runs showed the DFSeven dataframe had the highest initial accuracy at 85.65%. The model 
also exhibits a close spread between the f1-score between labels, just 1%. 

 
Figure 17 – ​Accuracy report for DFSeven 

The runs showed the DFSic dataframe had the highest 10-fold accuracy at 83.17%, which also had an 
f1-score spread of just 1%. 



 

Figure 17 – ​Accuracy report for DFSix 

 
Priors 

Multinomial Naïve Bayes Classifier 

The second attempt at prediction focused on whether or not the inmate had any priors. Again, each of 
the above dataframes were run once for initial accuracy and then run through a 10-fold cross validation 
to judge consistency in accuracy.  

Dataframe Initial Accuracy 
10-fold 

Accuracy 

DFOne 
58.13%: 46.45% 

DFTwo 
55.63% 49.89% 

DFThree 
56.25% 53.35% 

DFFour 
48.75% 49.35% 

DFFive 
50% 48.83% 

DFSix 
50.63% 50.36% 

DFSeven 
50% 50.65% 

DFEight 
46.86% 49.59% 

DFNine 
47.5% 48.2% 



 

The runs showed DFOne dataframe had the highest initial at 58.13% and DFThree had the 
highest 10-fold accuracy at 53.35%. Both far below the outcome of the education prediction.  

 
Figure 13 – ​Accuracy report for DFOne 

 
Figure 13 – ​Accuracy report for DFOne 

Bernoulli Naïve Bayes Classifier 

Only one dataframes (DFThree) included binary operators as the matrix’s vocabulary indicators, a 
requirement to be run through the Bernoulli Naïve Bayes Classifier, which means only one dataframe 
were tested.  

 
Figure 15 – Accuracy report for DFThree 

Again, the run showed that the DFThree dataframe as having a fairly similar result as compared 
with the classifier outlined above. DFThree held an initial accuracy of 48.75% and a 10-fold accuracy of 
53.07%. Interesting to note, however, is how low the f1-scores are – with the “no” label at just 21%. 



SVM Classifier 

Each model was run once for initial accuracy and then run through a 10-fold cross validation to 
judge consistency in accuracy. The model was run with a C score of 1 and max iterations of 10,000. 

Dataframe 
Initial 

Accuracy 
10-fold 

Accuracy 

DFOne 
45.63%: 50.42% 

DFTwo 
56.25% 46.36% 

DFThree 
58.13% 48.97% 

DFFour 
45.3% 45.3% 

DFFive 
50% 49.29% 

DFSix 
50.63% 44.83% 

DFSeven 
58.13% 45.56% 

DFEight 
46.25% 48.8% 

DFNine 
48.13% 50.18% 

 

The runs showed that DFThree and DFSeven had the same (highest) initial accuracy, but 
DFThree also had the highest 10-fold accuracy at 58.13% and 48.97%, respectively.  

 
Figure 17 – ​Accuracy report for DFThree 

Victim’s Race 



Multinomial Naïve Bayes Classifier 

The final attempt at prediction focused on the race of the victim’s, which was narrowed down to only 
White, Black, and Hispanic occurrences because the others listed (Asian, Samoan, and Unknown) were 
so small as to be (a) insignificant and (b) unlikely to be correctly predicted by the models. Again, each of 
the dataframes were run once for initial accuracy and then run through a 10-fold cross validation to 
judge consistency in accuracy.  

Dataframe Initial Accuracy 
10-fold 

Accuracy 

DFOne 
52.25%: 59.60% 

DFTwo 
61.26% 62.7% 

DFThree 
57.66% 62.66% 

DFFour 
67.57% 55.6% 

DFFive 
52.25% 65.43% 

DFSix 
64.86% 65.42% 

DFSeven 
67.57% 64.21% 

DFEight 
49.55% 55.77% 

DFNine 
69.37% 63.48% 

 

The runs showed DFSeven dataframe had the highest initial at 69.37%. 

 
Figure 13 – ​Accuracy report for DFNine 



The runs showed DFFive dataframe had the highest initial at 65.43%. So while this initial batch 
performed better than predicting priors, it still fell far short of the scores associated with predicting 
education. 

 
Figure 13 – ​Accuracy report for DFFive 

 

Bernoulli Naïve Bayes Classifier 

Only one dataframes (DFThree) included binary operators as the matrix’s vocabulary indicators, a 
requirement to be run through the Bernoulli Naïve Bayes Classifier, which means only one dataframe 
were tested.  

 
Figure 15 – ​Accuracy report for DFThree 

SVM Classifier 

Each model was run once for initial accuracy and then run through a 10-fold cross validation to 
judge consistency in accuracy. The model was run with a C score of 1 and max iterations of 10,000. 

Dataframe 
Initial 

Accuracy 
10-fold 

Accuracy 

DFOne 
55.86%: 44.36% 



DFTwo 
58.55% 47% 

DFThree 
49.55% 56.47% 

DFFour 
51.35% 48.89% 

DFFive 
49.55% 47.9% 

DFSix 
62.2% 63.87% 

DFSeven 
59.46% 66.67% 

DFEight 
47.75% 51.8% 

DFNine 
63% 56.1% 

 

The runs showed the DFSix dataframe had the highest initial accuracy at 62.16% and the highest 
10-fold accuracy of 63.87%.  

 
Figure 17 – ​Accuracy report for DFSix 

The most important thing to note in the predictions for race is that, unlike education, because the data 
wasn’t run through over or under sampling methods, the data was skewed far too heavily for the model 
to accurately predict. To be more accurate, this test should be run again with those methods taken into 
account. 

Sentiment Analysis 

 
Some extra data preparation was necessary to optimize the data frame for sentiment analysis. 

There were initially 566 rows of data. Many of the last statements were actually missing data and were 
labeled as none. These were removed and decreased the total number of data points to 461.  The last 
statements were all treated the same and removed any numbers, and eliminated any special characters. 
The words were all made into lowercase. The common first-person pronouns such as I, me, mine, etc. 



were replaced as first-person pronouns while other pronouns such as she, he, it, they, etc. were 
replaced by the word pronoun. Using TextBlob, a common python library for text data, the sentiment 
polarity was calculated from the last statements. The range for the sentiment values was between -1 to 
+1, with -1 being the most negative sentiment, and +1 being the most positive sentiment. The score of 
zero lacked sentiment in the last statement. The distribution of the last statements is shown below. 

 
Figure 17 – ​Sentiment Polarity Distribution 

The plot illustrates that there were very few that were marked as negative sentiment. The 
majority of the last statements were either neutral or positive in sentiment. There was one last 
statement that was scored as a +1 for sentiment, and this is the last statement of that person. 

 
Figure 17 – ​Most Positive Sentiment 

Some of the other highly rated positive sentiments that were rated higher than 0.75 are shown 
below. 

 

Figure 17 – ​Highly Positive Sentiment 



The most negative sentiments were not as negative as would be expected. The most common 
values for the most negative sentiments were only -0.5 whereas the most positive were closer to >= 
+0.75. 

 

Figure 17 – ​Most Negative Sentiment 

Using these sentiment polarity scores, and the data for every column, boxplots for every 
combination could be made for each of these. Some of these boxplots were so similar that they were 
not useful in determining anything, while some were fairly indicative of a sentiment trend based on the 
discretized attribute. The first nine plots shown did not have any significant differences between the 
attribute and the sentiments. The first two are the age of the crime, and the age at which they received 
their sentencing. In these cases, there was minimal difference between the them regardless if they were 
in their teens, twenties, or thirties and older. 

 

Figure 17 – ​Age Boxplots 

 The occupation when discretized into laborer or other did not show any difference in the 
sentiment. The type of crime, which was discretized into with gun or other did not show any difference 
between the median scored sentiment either. 



 

Figure 17 – ​Occupation and Type of Crime Plots 

 When the crime committed had codefendants, the sentiment polarity values were still very 
similar. The amount spent on death row did not have any effect on their last statement sentiment 
either. 

 

Figure 17 – ​Codefendants and Time on Death Row 

 Lastly, the victim of the crime did not matter either. these last 3 plots were tested with female, 
male, or children as victims and the resulting sentiment polarities were on average the same. 

 



 

Figure 17 – ​Victim Types 

 The sentiment polarity with blox plots for a lot of these was difficult to see a drastic change in 
due to the fact that most of the sentiments were normally distributed between 0 and 0.5. However, 
there were some cases when the discretized data was showing a difference between the groups using 
the sentiment polarity. This first case is the educational level of the offender. The average sentiment of 
those with high school was lower than those with some or no high school education. The college or 
unknown also showed a lower sentiment polarity score. 

 

Figure 17 – ​Education Level Boxplot 

 The sentiment score for those offenders that had a past criminal background was on average 
slightly lower than those without a past criminal background. Those that lacked criminal background 



history showed the lowest average sentiment score, but had the tightest range with the fewest 
sentiments that were actually negative. 

 

Figure 17 – ​Prior Record Boxplot 

 The number of victims on average had a higher sentiment polarity score if they had 2 or more 
victims than those with only one victim. These values were not too different, but the overall range of 
those with two or more showed fewer negative scores. 



 

Figure 17 – ​Number of Victims Boxplot 

The main crime was discretized into 5 different bins, either murder, murder rape, murder rap 
robbery, murder robbery, or murder other. The sentiment polarity scores of those that were strictly 
murder rape showed to have the lowest average score compared to the other 4 categories. This may be 
because the other acts may have been the main criminal act, leaving a murder as a secondary last resort 
in which these offenders regret having done that. The murder rapists also have the lowest peak 
sentiment score from the others. 



 

Figure 17 – ​Main Crime Boxplot 

 The type of weapon used did show a difference in the sentiment polarity score. Those that used 
a knife showed lower polarity scores on average to those that used a gun or another form of weapon. 
The knife sentiment score was almost half that of the other two categories. 

 

Figure 17 – ​Weapon Type Boxplot 



The sentiment score of the victim when they are a police officer or not slightly shows a 
difference in the sentiment score. Those that were offenders towards police showed a slightly average 
lower polarity score than those whose victims were not police officers. Overall, the offenders who killed 
police officers seem to have a more neutral final statement whereas those that did not have a police 
officer as the victim felt both much more negative sentiment, and positive sentiment towards their 
victims. 

 

Figure 17 – ​Police Victim Boxplot 

 The final statement of those with victims of a specific race did show some differences in their 
sentiment. While white, hispanic, and unknown victim races were all similar in average sentiment score, 
those with black victims were much more likely to have a positive sentiment score than others. Also, 
those that had victims of other races had less negative sentiment, but overall their sentiment average 
score was the lowest. 



 

Figure 17 – ​Victim Race Boxplot 

 Continuing with the analysis of the race, the last statement sentiment data showed that those 
offendered of black or hispanic race had twice the sentiment score over those that were white. The 
values were close to 0.1 and 0.2. While the other’s boxplot looked higher, there was not enough data to 
truly use these values for the analysis. 

 
Figure 17 – ​Offender Race Boxplot 

While the sentiment analysis did show some differences in the data and the sentiment polarity 
analysis, there is not enough data to truly evaluate these methods. Sentiment may not be the optimal 
way to look at the last statements. A better way would be to try to understand if the offender was 



remorseful or not, rather than trying to understand their sentiment. While the words that they speak 
may have a very remorseful tone, the words may also have little or no sentiment. They may actually 
have a negative sentiment. One of the most negative sentiment scores that was created with TextBlob 
actually read fairly remorseful, but was graded as a very negative sentiment. 

 
Conclusions 

 
As of July 1, 2019, there are 2,656 inmates on death row in the United States and 1,500 inmates 

have been put to death since 1979 (Fins, 2019). Much like the inmates in Texas whose last statements 
were made available to the public, the population of death row skews White or Black, male, and 
arrested in their 20s. Although that population might appear narrow at first glance, the final statements 
of these inmates offers a unique and intimate opportunity to learn more about everything from the 
consequence of long-term imprisonment, how religion plays a part in rehabilitation/outlook, and even 
the psychological implications of regret and repentance of these communities.  

This kind of insight doesn’t just provide soft insights, it has the potential to provide a closer look 
into what brings inmates to death row, the demographics most affected by the practice, the criminal 
mindsets, and even recidivism efforts – in fact, less than 10% of inmates on death row had a prior 
homicide conviction so changes in language from conviction to execution could point to its effectiveness 
as a deterrent, which also points to its effectiveness as a punishment culturally (ACLU, 2012). Maybe 
most importantly, “nationally, at least one person is exonerated for every 10 that are executed” (ACLU, 
2012) and what this means is that, properly tuned, these studies and models have the potential to save 
lives. At the end of the day, what this small-scale analysis shows is that final statements may be a fruitful 
source of data.  

By dissecting the topics, sentiment, and exploring the data more in depth, researchers of all 
disciples can learn more about an age-old practice and the people it affects.  
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